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Abstract—Information security has become a very important
topic especially during the last years. Web services are becom-
ing more complex and dynamic. This offers new possibilities
for attackers to exploit vulnerabilities by inputting malicious
queries or code. However, these attack attempts are often
recorded in server logs. Analyzing these logs could be a way
to detect intrusions either periodically or in real time. We
propose a framework that preprocesses and analyzes these log
files. HTTP queries are transformed to numerical matrices
using n-gram analysis. The dimensionality of these matrices
is reduced using principal component analysis and diffusion
map methodology. Abnormal log lines can then be analyzed in
more detail. We expand our previous work by elaborating the
cluster analysis after obtaining the low-dimensional represen-
tation. The framework was tested with actual server log data
collected from a large web service. Several previously unknown
intrusions were found. Proposed methods could be customized
to analyze any kind of log data. The system could be used as
a real-time anomaly detection system in any network where
sufficient data is available.
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I. INTRODUCTION

Most web servers log their traffic. This log data is rarely
used, but it could be analyzed in order to find anomalies or
to visualize the traffic structure. Acquiring the data does not
require any modifications to the actual web service, because
data logging is usually done by default. Different kinds of
log files are created, but for this study the most interesting
log is the one containing HTTP queries.

One important application for network traffic analysis is
anomaly detection. This is done using intrusion detection
systems (IDS) [1]. Many of these analyze the transport layer,
mostly TCP packet data. However, we try to find anomalies
and other information from application layer log files. HTTP
queries include this information. Many attacks, such as SQL
injections, can be detected from this layer.

Log files are in textual form. Therefore, some prepro-
cessing is needed to transform query strings into numerical
matrices. This can be done using information about n-gram
analysis, which is described in section III-A. Calculating the
frequencies of individual substrings in the data results in a
numerical data matrix.
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After preprocessing, many data mining methods can be
used to visualize and analyze the logs. We perform di-
mensionality reduction and clustering. After visualizing the
results it is possible to interpret the findings and make more
detailed analysis about the web service traffic.

We propose a framework that processes textual log files
in order to visualize them. We are trying to find patterns
and anomalies using only log files containing HTTP queries.
The framework is adaptive, and individual parts of it can
be changed. For example, the choice of dimensionality
reduction method or clustering algorithm can be done based
on current needs.

The proposed methods use data mining principles, and
they work as an IDS and network traffic visualization and
analysis tool. Using the framework, we are trying to find
whether the textual HTTP query logs actually include some
information about the traffic structure. This information
could then be used to classify users and individual queries
and to find anomalies and intrusion attempts.

II. RELATED WORK

We have previously researched log data preprocessing and
anomaly detection [2], [3]. This research focused on finding
intrusions from log data. We now extend this methodology
to further analyze and cluster the structure of the traffic. This
is done by adding more accurate clustering algorithms into
the framework.

Principal component analysis has been widely used in
network intrusion detection and traffic analysis. Xu et al.
used PCA and support vector machine to reduce dimensions
and classify network traffic in order to find intrusions [4].
Taylor et al. used PCA and clustering analysis to find
network anomalies and perform traffic screening [5].

Diffusion methods have been applied in network traffic
analysis. These studies have concentrated on low-level IP
packet features. These features are numerical and the net-
work architecture differs from our study [6] [7]. Network
server logs have also been analyzed using diffusion maps
and spectral clustering [2] [3].
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Figure 1. The data mining process

III. METHODOLOGY

Our overall approach is rooted in the data mining process
[8], [9]. This approach is method-centric as our research is
focused on the data processing and not business aspects. The
data mining process of our study flows as follows:

1) Data selection.

2) Extract n-gram features from the text data.

3) Normalize the feature matrix.

4) Reduce the number of dimensions to obtain low-
dimensional features.

5) Classify or cluster the low-dimensional data presenta-
tion.

6) Interpret the found patterns or anomalies.

The process is presented in figure 1.

A. Feature extraction

The log files are in text format. Therefore, it is necessary
to transform the log lines into numerical vectors which then
can be used in further mathematical analysis. We use n-gram
analysis to process log files into numerical matrices. It has
been used e.g. in judging similarity in text documents [10],
analyzing protein sequences [11] and detecting malicious
code [12].

N-grams are consecutive sequences of n characters [10].
Each log line corresponds to a feature vector containing the
frequencies of each individual n-gram found in the data. The
list of n-grams appearing in the data can be found using n-
character-wide sliding window moved along the string one
character at a time [10].

Let us consider the following example. Having two strings
containing the words anomaly and analysis, we can
construct the feature matrix in the following way:

an no om ma al ly na ys si is
1 1 1 1 1 1 0 0 0 O
I 0 0 o 1 1 1 1 1 1

In this study, 2-grams are used. However, it is possible
to use longer n-grams as well. This will of course results
in more dimensions in the matrix, because there are more
unique n-grams. The theoretical maximum number of in-
dividual 2-grams using ASCII-characters is 2562 = 65536,

but in practice this is usually not the case. This is due to the
fact that many characters are never actually used [10].

B. Normalization

Normalization ensures that the features of the input data
are in the same scale. We use logarithm for this purpose. To
avoid complex numbers, the input must be above zero. The
normalization function for a point z; in the dataset is

fn(zi) = log(z;

where X,,;, is the minimum of all the values in the
dataset.

- Xmin + 1);

C. Principal Component Analysis

Principal Component Analysis (PCA) [13] is perhaps the
best-known dimensionality reduction technique. It has many
practical applications, such as computer vision and image
compression [14].

The PCA process is explained in more detail in [14].
First we must substract the mean from the original data to
make the data have zero mean. Then the covariance matrix
must be calculated. From the covariance matrix we can then
calculate eigenvalues and the corresponding eigenvectors. If
we choose d eigenvectors that contain most of the variance,
we get a lower dimension representation of the original
data with d dimensions. This is done by choosing the
d eigenvectors as columns for a matrix, and multiplying
the mean-centered data with this matrix. For visualization
purposes it is necessary to choose either 2 or 3 dimensions,
ie. eigenvectors.

Calculating PCA is relatively simple, but it will only
work in linear cases. If the dataset is non-linear, some other
dimensionality reduction method must be used. PCA can
also give inaccurate results if there are outliers in the data.

D. Diffusion Map

Diffusion map (DM) reduces the dimensions while re-
taining the diffusion distances in the high-dimensional space
as Euclidean distances in the low-dimensional space. This
reduction is non-linear. The goal is to move from n-
dimensional space to a low-dimensional space with d di-
mensions, when d < n [15].

One measurement z; € R™ in this study corresponds
to one line in the log file. Given the dataset X =
{z1, 2, w3, xzn} the affinity matrix W(z;, z;) =
—llzi—z;]|?

€
ments. Here we have used the Gaussian kernel. Matrix P =

W LK represents the transition probabilities between the
measurements. Next, the matrix D collects the row sums to
its diagonal. Using the singular value decomposition (SVD)
of matrix P = D-2WD~% we obtain the eigenvectors v
and eigenvalues \j.

exp ( ) describes the affinities between measure-



The diffusion map maps the measurements
x; to low dimensions by giving each high-
dimensional point coordinates in the low dimensions:
[)\1’()1 (l‘l), /\gvg(xi) . /\dvd(xi)]. These new
coordinates lose some of the information contained in the
original dataset. However, the accuracy is usually good
enough for later classification. Even though there is loss of
information, the classification problem becomes easier.

r; —

E. Traffic clustering using k-means algorithm

We use cluster analysis to divide network traffic into
meaningful groups. In this way we can capture the natural
structure of the data [16].

K-means algorithm was introduced in 1955 and huge
number of other clustering algorithms have been introduced
since then, but k-means method is still widely used [17].
It is a prototype-based clustering technique [16]. Given the
original data X = =z;, where ¢ = 1,..,n, the goal is to
cluster the data points into k clusters. The mean of cluster
k is now py, and the mean squared error (MSE) between a
data point and the cluster mean is ||z; — u||?. This leads to
an optimization problem where the MSE for each datapoint
in each cluster must be minimized.

The problem can be solved following these steps [18]:

1) Select initial centers for k clusters.

2) Assign each datapoint to its closest cluster centroid.

3) Compute the new cluster centers by calculating the
mean of the datapoints in each cluster.

Steps 2 and 3 are repeated until a stopping criterion is
met. Usually this means that the partitioning has not changed
since the last iteration, and thus a local optimum solution
for the problem has been found.

Choosing the number of clusters is not trivial, but there are
many methods for calculating the number of clusters, such
as Davies-Bouldin index, described in [19]. This algorithm
takes into account both scatter within a cluster and separation
between different clusters. Davies-Bouldin index is used in
this study to determine the number of clusters for each
resource.

The algorithm can give different results depending on the
initialization, because it only finds the local optimal solution.
This can happen especially when using random initialization.
However, this problem can be overcome by running k-means
multiple times and choosing the clustering results that gives
the smallest squared error [17]. There are also many other
algorithms for choosing the initial cluster centroids.

IV. EXPERIMENTAL SETUP

Figure 2 shows the architecture of the web service that
was analyzed. It contains many servers that offer the same
service to users using load balancing. Proprietary log files
were acquired from this service. These files then need to
be preprocessed into numerical matrices. The data and this
process are described in this section.

Resource 1

Resource 2

Resource 3

Figure 2. Experiment architecture.

A. Data acquisition

The data have been collected from a large web service.
Apache web servers are used, and they log data using
Combined Log Format, example of a single log line:

127.0.0.1 - -
[01/January/2012:00:00:01 +0300]

"GET /resource.php?parameterl=valuel
&parameter2=value?2

HTTP/1.1"

200 2680
"http://www.address.com/webpage.html"
"Mozilla/5.0

(Symbian0S/9.2;...)"

For this analysis, the HTTP query part is used because
it contains the only information that a user can input. This
offers possibilities for attackers. The other information, such
as time, can be used when further analyzing individual
log lines (e.g. for finding anomalies or attacks). On the
other hand, HTTP query parameters and their values are
dynamic and changing, offering valuable information about
this dynamic web service. Analyzing this information will
explain a lot about the structure of the traffic. The parameter
values in data used in this study were dynamic and changing,
and also not always human-readable. Therefore, analyzing
these fields has to be done automatically with mathematical
methods.

B. Data preprocessing

The first step is to select the data for analysis. The original
log file contains approximately 4 million log lines. However,
most of these lines contain only static queries. Static lines
do not contain changing parameter values. These lines do
not offer a lot of information, because they are practically
identical in the used dataset. In addition, static lines do
not contain information about user input, meaning it is
not possible to detect attacks from those log lines alone.
On the other hand, dynamic web resources are changing
and also vulnerable, so dynamic lines containing parameters
and parameter values are interesting and can offer more
information about the web service. Therefore, static log lines
are filtered out, leaving only approximately 221 000 lines
to be inspected and clustered. This data selection reduces
the size considerably and creates a database of the most
interesting aspects of the log files.



After the first filtering stage, log files are divided into
smaller files according to resource URI. This is because
different resources accept different parameter values, so
they do not have much to do with each other. This makes
anomaly detection from full data very difficult and inac-
curate. However, traffic structure inside single resource is
more consistent. After this division, smaller logfiles can be
analyzed independently. It makes sense to further analyze
the largest log files, because some of the resources contain
only a few lines. These lines have to be omitted.

Finally, in order to create data matrices out of textual log
data, n-gram analysis is performed. This process is explained
in III-A.

V. RESULTS

For this research, 3 relatively large resources are selected
for further analysis and clustering. Resource 1 contains
10935 lines and 414 dimensions, and is the simplest in
terms of HTTP query parameters. Resource 2 contains only
2982 lines, but the number of dimensions is 3866, which
makes analysis challenging. Also, the parameters are clearly
not human-readable, i.e. it is impossible to say anything
about the queries by looking at the parameter string alone.
Resource 3 is the largest, including 21406 lines and 991
dimensions.

All the resources are analyzed using the proposed frame-
work. The feature data are normalized with the logarithm
function. PCA and diffusion map reduce the dimensionality
of the normalized feature matrices. Clustering then reveals
the structure of the data and facilitates the interpretation of
the log files.

Resource 1 contains 10935 lines and 414 dimensions. The
results for diffusion map and principal component analysis
are presented in figures 3 and 4, respectively. This resource
is a simple example, mainly useful in validating that the
methods do give satisfactory results. The only difference
is that DM separates the data points more clearly. Due to
this separation we get 3 clusters, instead of 2 as in PCA.
The biggest cluster contains varying parameter values. The
parameters in smaller clusters are almost the same within
that cluster. However, this behavior is easy to see directly
from the log lines. The framework visualizes the traffic well,
but in this case we do not obtain any new information about
the data.

Resource 2 is the smallest in this research, containing only
2982 requests. However, the number of dimensions is 3866.
This means that there are more dimensions than data points,
which is always a problem in classification tasks. Despite
that, we obtained clear results. The DM and PCA results
presented in figures 5 and 6. The results are essentially
identical, figures look slightly different but the clustering is
exactly the same. This might mean that variables are linearly
dependent, otherwise PCA would not work well. The log
lines themselves are not human-readable, containing error
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Figure 3. Resource 1, diffusion map.
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Figure 4. Resource 1, PCA.

tickets that have a seemingly random code as the parameter
value. However, as can be seen from the figures, there are
clearly two distinct clusters that can be seen using both
dimensionality reduction methods. This behavior was not
previously known and requires more detailed analysis with
the administrator of the web service.

Resource 3 is the largest with 21406 lines and 996
dimensions. It also shows that DM (in figure 7) and PCA (in
figure 8) can sometimes give very different results. Normal
parameter values in this resource are long and varied. This
results in PCA not being able to clearly distinguish any
clusters. For this reason, k-means clustering was not per-
formed for resource 3 PCA datapoints. However, with DM
the results are very meaningful. Normal traffic clearly forms
it’s own cluster, while 2 other groups are apparent. Cluster
2 with 5 datapoints does not contain anything malicious, but
is slightly different from other normal datapoints. The most
interesting finding in this data is cluster 3, which contains
4 lines. All of these lines contain an SQL injection attack,
where an attacker tried to include malicious SQL queries as
parameter values. The 2nd DM coordinate clearly separates
attacks from rest of the data, meaning that in this case only
one dimension is needed for anomaly detection.
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O Cluster 1, N=1918

2nd PC

Figure 6. Resource 2, PCA.

In all of the figures, except PCA for resource 3, it can
be seen that the separation of clusters is clear. A simple
clustering method such as spectral clustering or decision tree
could be used.

VI. CONCLUSION

We presented a framework for preprocessing, clustering
and visualizing web server log data. This framework was
used for anomaly detection, visualization and explorative
data analysis based only on application layer data. Individual
parts of the architecture can be changed for different results.
For example, k-means clustering can be replaced with hier-
archical linkage clustering method.

The results clearly indicate that there are traffic structures
that can be visualized from HTTP query information. The
data forms distinct clusters and contains anomalies as well.
The sensitivity for outliers creates some problems for PCA,
which means that it can be challenging to use it for anomaly
detection. Diffusion maps give good results, but more re-
search would have to be done to get more information about
performance issues. In some cases the results for PCA and
DM are nearly identical, while in other cases they differ
greatly. PCA is faster but cannot be used with non-linear
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data. DM seems to work in most situations but can be too
slow.

Traffic clustering can give new information about the
users of a web service. This information could be used to
categorize users more accurately. This gives opportunities
for more accurate advertising or offering better content for
users. Finding anomalies gives information about possible
intrusion attempts and other abnormalities.

To make the framework more usable, it should be auto-
matic and work in real-time. More research is needed to
find the most generally usable algorithms for each phase in
the architecture. In addition, log data tends to be high in
volume, so performance issues might become a problem.
For dimensionality reduction the number of dimensions is
not trivial. Also, the number of clusters must be determined
depending on the chosen clustering algorithm. Real-time
functioning requires changes in preprocessing and limits
the dimensionality reduction options. For this purpose, PCA
might be a good method, since projection of new points into
lower dimensions is simply a matter of matrix multiplication.
However, the limitations mentioned previously still apply.

Using data mining methods, underlying structure and
anomalies are found from HTTP logs and these results can
be visualized and analyzed to find patterns and anomalies.
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